
 ML Vs. LLMs



Case Study: AI in the Educational Domain

● The use of AI in education is extensive – think about the 
possibilities of automated grading, feedback, scoring, and 
teaching.

● My thesis was on automated essay scoring using LLMs.
● I will show some examples later of how LLMs are not always 

the best tool for the job!



 

Previous Work

● Previous work focused on traditional machine 
learning, attempting to grade essays typically using 
multiclass classification or regression.

● Models included SVMs, linear regression, random 
forests, and Bayesian models

● Focused on features such as length, text complexity, 
prompt-relevance, grammatical errors, average 
sentence and word length, transition words...



Background of my Thesis

● Started my research last December.
● Spent months configuring and learning new applications, 

frameworks, and languages.
● Crawled over many hurdles to finish my research.
● Finished earlier this month with my thesis research paper 

submitted and accepted.
● Currently modifying it to get it published.



 

Thesis Work

● My research involved using prompt engineering 
strategies to get an LLM to agree highly with 
professional human graders.

● Spent months modifying prompts and trying different 
prompting strategies to achieve state-of-the-art 
(SoTA) results in the accuracy of the LLM.



Evaluation

● We used ~13000 essays for evaluating the LLM’s accuracy.

● My final accuracy improved upon previous work (bottom) by 
11% for scoring essays with LLMs.
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LLM Filling in the Blanks



Phone Call Essay

This example contains an essay that 
resembles a phone call, which the 
LLM found to be unclear and 
under-developed, giving it a 0/20. 
On the other hand, professional 
human graders gave the essay a 
13/20 since it contains a lot of 
creativity.



Key Differences
Model Machine Learning Large Language Model

Architecture Variety – SVM, regression, 
NNs, decision trees

Typically 
transformer-based, but 
varies on the exact 
implementations

Data Trains on structured data Trains on massive, 
unstructured data

Objective Has a specific goal based 
on the scenario

Multi-purpose tool for 
many scenarios

Output Specific output – typically a 
probability

Human-readable text



 
LLMs are not the best solution for every problem!


