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Q: 
Do LLM’s actually perform these two 
steps internally?

Or
Do they use some “shortcut”?
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Modern LLM perform this multi-step 
reasoning, which coexists alongside the 
“shortcut” reasoning.
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How can we verify this multi-step 
reasoning?
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Mechanistic Interpretability
This technique aims to reverse‑engineer these Neural 
networks.

We Look inside Neural Networks using
1. Features 
2. Circuits
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Looking Inside Neural Networks
We study the interactions between features to trace its 
intermediate steps it took to produce a responses. 

Visualized using attribution graphs, a graphical 
representation of the computational steps the model uses to 
determine its output for a particular input
- Nodes represent features 
- Edges represent the causal interactions between them. 
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Looking Inside Neural Networks
We use Neuronpedia.org which is an open platform for MI.

We are using circuit tracer which is hosted there  

- It allows to interactively trace internal reasoning steps and generate our own 
graphs with custom prompts.

- In general, our prompt should be "missing" a word at the end, because we want 
to analyze how the model comes up with that word.
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Looking Inside Neural Networks
We use Neuronpedia.org which is an open platform for MI.

We are using circuit tracer which is hosted there  

- It allows to interactively trace internal reasoning steps and generate our own 
graphs with custom prompts.

- In general, our prompt should be "missing" a word at the end, because we want 
to analyze how the model comes up with that word.

Fact: the capital of the state 
containing Dallas is _________
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Looking Inside Neural Networks
Link to Neuronpedia.org

https://www.neuronpedia.org/gemma-2-2b/graph?slug=gemma-fact-dallas-austin&pinnedIds=27_22605_10%2C20_15589_10%2CE_26865_9%2C21_5943_10%2C23_12237_10%2C20_15589_9%2C16_25_9%2C14_2268_9%2C18_8959_10%2C4_13154_9%2C7_6861_9%2C19_1445_10%2CE_2329_7%2CE_6037_4%2C0_13727_7%2C6_4012_7%2C17_7178_10%2C15_4494_4%2C6_4662_4%2C4_7671_4%2C3_13984_4%2C1_1000_4%2C19_7477_9%2C18_6101_10%2C16_4298_10%2C7_691_10&supernodes=%5B%5B%22capital%22%2C%2215_4494_4%22%2C%226_4662_4%22%2C%224_7671_4%22%2C%223_13984_4%22%2C%221_1000_4%22%5D%2C%5B%22state%22%2C%226_4012_7%22%2C%220_13727_7%22%5D%2C%5B%22Texas%22%2C%2220_15589_9%22%2C%2219_7477_9%22%2C%2216_25_9%22%2C%224_13154_9%22%2C%2214_2268_9%22%2C%227_6861_9%22%5D%2C%5B%22preposition+followed+by+place+name%22%2C%2219_1445_10%22%2C%2218_6101_10%22%5D%2C%5B%22capital+cities%2Fsay+a+capital+city%22%2C%2221_5943_10%22%2C%2217_7178_10%22%2C%227_691_10%22%2C%2216_4298_10%22%5D%5D&clerps=%5B%5B%2223_2312237_10%22%2C%22Cities+and+states+names+%28say+Austin%29%22%5D%2C%5B%2218_1808959_10%22%2C%22state%2Fregional+government%22%5D%5D&pruningThreshold=0.6&densityThreshold=0.99
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Summary of their Interaction

Jack Lindsey et al., “On the Biology of 
a Large Language Model,” 
Transformer Circuits, March 27, 2025
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Swapping Alternative Features

We swap “Texas” for 
“California” by inhibiting the 
activations of the Texas 
cluster and activating 
the California features 
identified.

Jack Lindsey et al., “On the Biology of a Large Language 
Model,” Transformer Circuits, March 27, 2025


