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• What if you don’t have enough data for a 
particular class? 
• Ex. ½ as many NEUTRAL faces as HAPPY or SAD

• What if you want to ensure your network 
can handle novel input? 
• Ex. Person has head tiled up or sideways, or 

image taken in poor lighting or is over-exposed

• Additional images may not be available

• We can modify our existing training images 
to create new training images



Data Augmentation

• Generate more training data from existing training samples by 
augmenting them in several random transformations

• The model will never see the exact same image during training
• Helps expose model to more aspects of data

• Helps improve generalization

• Helps prevent model overfitting



• Possible Transformations
• Flipping image across axis

• Rotating image

• Translation
• Moving image left, right, up, or down

• Resizing image

• Rescaling image

• Cropping

• Brightness/contrast changes

• Grayscale conversion

• Blurring
• Make image fuzzier



Does augmentation help?

• Multi-class classification on 
Caltech-101 image data set

• Baseline has no augmentation

• Augmentation significantly 
improved accuracy

Luke T. & Nitschke G. Improving deep learning with generic data augmentation. 
IEEE Symposium Series on Computational Intelligence SSCI 2018. 



How much is too much?

• Cautious about augmenting data
• Ex. Don’t want to flip a 6 horizontally or 

vertically for digit recognition task

• Creates irrelevant data
• Hurts generalizability and accuracy
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